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#### Abstract

Let $G=\mathbb{R}^{n} \underset{\rho}{\rtimes} \mathbb{R}^{m}$ be the Lie group which is the semi-direct product of the two real vector groups $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$. Let $L^{1}(G)$ be its Banach algebra. In this paper we give a classification of all left ideals in $L^{1}(G)$. Besides we prove the existence theorem for the algebraof all invariant differential operators on $G$. To this end we find a new interesting non commutative algebra associated to the enveloping algebra $\mathcal{U}$ of $G$.
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## 1 Introduction.

1.1. Let $G=\mathbb{R}^{n} \rtimes \mathbb{R}^{m}$ be the Lie group of the semi-direct product of $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$. Let $C^{\infty}\left(G_{4}\right), \mathcal{D}\left(G_{4}\right), \mathcal{D}^{\prime}\left(G_{4}\right), \mathcal{E}^{\prime}\left(G_{4}\right)$ be the space of $C^{\infty}$ - functions, $C^{\infty}$-functions with compact support, distributions and distributions with compact support on $G$. Let $\mathcal{U}$ be the complexified universal enveloping algebra of the real Lie algebra $\underline{g}$ of $G$; which is canonically isomorphic to the algebra of all distributions on $G$ supported by $\{0\}$, where 0 is the identity element of $G$. For any $u \in \mathcal{U}$ one can define a differential operator $P_{u}$ on $G$ as follows:

$$
\begin{align*}
P_{u} f(x, t) & =u * f(x, t) \\
& =\int_{K} f\left((y, s)^{-1}(x, t)\right) u(y, s) d y d s \tag{1}
\end{align*}
$$

for any $f \in C^{\infty}(G)$, where $d y d s=d y_{n} \ldots d y_{2} d y_{1} d s_{m} \ldots d s_{2} d s_{1}$ is the right Haar measure on $G, y=\left(y_{n}, y_{n-1}, \ldots, y_{2}, y_{1}\right), x=\left(x_{n}, x_{n-1}, \ldots, x_{2}, x_{1}\right), t=$ $\left(t_{m}, t_{m-1}, \ldots, t_{2}, t_{1}\right), s=\left(s_{m}, s_{m-1}, \ldots, s_{2}, s_{1}\right)$ and $*$ denotes the convolution product on $G$. The mapping $u \rightarrow P_{u}$ is an algebra isomorphism of $\mathcal{U}$ onto the algebra of all invariant differential operators on $G$. For more details see [1, 6]
1.2. Let $B=\mathbb{R}^{n} \times \mathbb{R}^{m}$ be the commutative group of the direct product of $\mathbb{R}^{n}$ by $\mathbb{R}^{m}$. we denote also by $\mathcal{U}$ the complexified enveloping algebra of the real Lie algebra $\underline{b}$ of $B$. For every $u \in \mathcal{U}$, we can associate a differential operator $Q_{u}$ on $B$ as follows

$$
\begin{align*}
Q_{u} f(x, t) & =u *_{c} f(x, t) \\
& =\int_{B} f((x-y, t-s) u(y, s) d y d s \tag{2}
\end{align*}
$$

for any $f \in C^{\infty}(B), x \in B, y \in B$, where $*_{c}$ signify the convolution product on the real vector group $B$ and $d y d s=d y_{n} \ldots d y_{2} d y_{1} d s_{m} \ldots d s_{2} d s_{1}$ is the Lebesgue measure on $B$. The mapping $u \mapsto Q_{u}$ is an algebra isomorphism of $\mathcal{U}$ onto the algebra of all invariant differential operators on $B$, which are nothing but the algebra of differential operator with constant coefficients on $B$. Far away from the representation theory and the quantum group (Hopf algebra), our goal is the generalization of the commutative Fourier transform
on $\mathbb{R}^{n+m}$ to the non commutative group $G$. This generalization helps us to obtain the left ideals of the group algebra of $G$ and to discover a new non commutative algebra.

## 2 An Existence Theorem for the Algebra $\mathcal{U}$

2.1. Let $L=\mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m}$ be the group with law

$$
(x, t, r)(y, s, q)=(x+\rho(r) y, t+s, r+q)
$$

for all $(x, t, r) \in L$ and $(y, s, q) \in L$. In this case the group $G$ can be identified with the closed subgroup $\mathbb{R}^{n} \times\{0\} \times{ }_{\rho} \mathbb{R}^{m}$ of $L$ and $B$ with the subgroup $\mathbb{R}^{n} \times$ $\mathbb{R}^{m} \times\{0\}$ of $L$.

Definition 2.1. For every $f \in C^{\infty}(G)$, one can define a function $\tilde{f} \in$ $C^{\infty}(L)$ as follows:

$$
\begin{equation*}
\widetilde{f}(x, t, r)=f(\rho(t) x, r+t) \tag{3}
\end{equation*}
$$

for all $(x, t, r) \in L$. So every function $\psi(x, r)$ on $G$ extends uniquely as an invariant function $\widetilde{\psi}(x, t, r)$ on $L$.

Remark 2.1. The function $\tilde{f}$ is invariant in the following sense:

$$
\begin{equation*}
\widetilde{f}(\rho(s) x, t-s, r+s)=\widetilde{f}(x, t, r) \tag{4}
\end{equation*}
$$

for any $(x, t, r) \in L$ and $s \in \mathbb{R}^{m}$.
Lemma 2.1. For every function $F \in C^{\infty}(L)$ invariant in sense (4) and for every $u \in \mathcal{U}$, we have

$$
\begin{equation*}
u * F(x, t, r)=u *_{c} F(x, t, r) \tag{5}
\end{equation*}
$$

for every $(x, t, r) \in L$, where $*$ signifies the convolution product on $G$ with respect the variables $(x, r)$ and $*_{c}$ signifies the commutative convolution product on $B$ with respect the variables $(x, t)$.

Proof: In fact we have

$$
\begin{aligned}
& P_{u} F(x, t, r)=u * F(x, t, r) \\
= & \int_{G} F(y, s)^{-1}(x, t, r) u(y, s) d y d s \\
= & \int_{G} F[(\rho(-s)(-y),-s)(x, t, r)] u(y, s) d y d s \\
= & \int_{G} F[\rho(-s)(x-y), t, r-s] u(y, s) d y d s \\
= & \int_{G} F[x-y, t-s, r] u(y, s) d y d s=u *_{c} F(x, t, r)=Q_{u} F(x, t, r)
\end{aligned}
$$

where $P_{u}$ and $Q_{u}$ are the invariant differential operators on $G$ and $B$ respectively.

Let $\mathcal{S}(G)$ be the Schwartz space of $G$ which can be considered as the Schwartz space of $\mathcal{S}\left(\mathbb{R}^{n} \times \mathbb{R}^{m}\right)$, and let $\mathcal{S}^{\prime}(G)$ be the space of all tempered distributions on $G$. If we consider the group $G$ as a subgroup of $L$, then $\widetilde{f}(x, s, t) \in \mathcal{S}(G)$ for $s$ is fixed, and if we consider $B$ as a subgroup of $L$, then $\widetilde{f}(x, s, t) \in \mathcal{S}(B)$ for $t$ fixed. This being so; denote by $\mathcal{S}_{E}(L)$ the space of all functions $\phi(x, s, t) \in C^{\infty}(L)$ such that $\phi(x, s, t) \in \mathcal{S}(G)$ for $s$ is fixed, and $\phi(x, s, t) \in \mathcal{S}(B)$ for $t$ is fixed. We equip $\mathcal{S}_{E}(L)$ with the natural topology defined by the seminomas:.

$$
\begin{array}{ll}
\phi \rightarrow \sup _{(x, t) \in G}|Q(x, t) P(D) \phi(x, s, t)| & \text { s fixed. } \\
\phi \rightarrow \sup _{(x, s) \in B}|R(x, s) H(D) \phi(x, s, t)| & t \text { fixed. } \tag{7}
\end{array}
$$

where $P, Q, R$ and $H$ run over the family of all complex polynomials in $n+m$ variables. Let $\mathcal{S}_{E}^{I}(L)$ be the subspace of all functions $F \in \mathcal{S}_{E}(L)$, which are invariant in sense (4), then we have the following result.

Theorem 2.1 Let $u \in \mathcal{U}$ and $Q_{u}$ be the invariant differential operator on the group $B$, which is associated to $u$, then we have:
(i) The mapping $f \mapsto \tilde{f}$ is a topological isomorphism of $\mathcal{S}(G)$ onto $\mathcal{S}_{E}^{I}(L)$
(ii) The mapping $F \mapsto Q_{u} F$ is a topological isomorphism of $\mathcal{S}_{E}^{I}(L)$ onto its image, where $Q_{u}$ acts on the variables $(x, s) \in B$.

Proof: (i) In fact $\sim$ is continuous and the restriction mapping $F \mapsto R F$ on $G$ is continuous from $\mathcal{S}_{E}^{I}(L)$ into $\mathcal{S}(G)$ that satisfies $R \circ \sim=I d_{\mathcal{S}(G)}$ and $\sim \circ R=I d_{\mathcal{S}_{E}^{I}(L)}$, where $I d_{\mathcal{S}(G)}$ (resp. $\left.I d_{\mathcal{S}_{E}^{I}(L)}\right)$ is the identity mapping of $\mathcal{S}(G)\left(\right.$ resp. $\left.\mathcal{S}_{E}^{I}(L)\right)$ and $G$ is considered as a subgroup of $L$. To prove(ii) we refer to $[9, P .313-315]$ and his famous result that is:
"Any invariant differential operator on $B$, is a topological isomorphism of $S(B)$ onto its image" From this result, we obtain:

$$
\begin{equation*}
Q_{u}: \mathcal{S}_{E}(L) \rightarrow \mathcal{S}_{E}(L) \tag{8}
\end{equation*}
$$

is a topological isomorphism and its restriction on $\mathcal{S}_{E}^{I}(L)$ is a topological isomorphism of $\mathcal{S}_{E}^{I}(L)$ onto its image. Hence the lemma is proved.

In the following we will prove that every invariant differential operator on $G=\mathbb{R}^{n} \times\{0\} \times_{\rho} \mathbb{R}^{m}$ has a tempered fundamental solution. As in the introduction, we will consider the two invariant differential operators $P_{u}$ and $Q_{u}$, the first on the group $G=\mathbb{R}^{n} \times\{0\} \times \rho \mathbb{R}^{m}$, and the second on the commutative group $B=\mathbb{R}^{n} \times \mathbb{R}^{m} \times\{0\}$. Our main result is:

Theorem 2.2. Every nonzero invariant differential operator $P_{u}$ on $G$ associated to $\mathcal{U}$ is a topological isomorphism of $\mathcal{S}_{E}^{I}(L)$ onto its image.

Proof: By equation (5) we have for every $u \in \mathcal{U}$ and $F \in \mathcal{S}_{E}^{I}(L)$

$$
\begin{align*}
& P_{u} F(x, s, t)=u * F(x, s, t) \\
= & u *_{c}(x, s, t)=Q_{u} F(x, s, t) \tag{9}
\end{align*}
$$

This shows that:

$$
\begin{equation*}
P_{u} F(x, s, t)=Q_{u} F(x, s, t) \tag{10}
\end{equation*}
$$

for all $(x, s, t) \in L$, where $\star$ is the convolution product on $G=\mathbb{R}^{n} \times\{0\} \times$ $\mathbb{R}^{m}$ and $\star_{c}$ is the convolution product on the group $B=\mathbb{R}^{n} \times \mathbb{R}^{m} \times\{0\}$. By lemma 2.1 the mapping $F \mapsto Q_{u} F$ is a topological isomorphism of $\mathcal{S}_{E}^{I}(L)$ onto its image, then the mapping $F \mapsto P_{u} F$ is a topological isomorphism of $\mathcal{S}_{E}^{I}(L)$ onto its image. Since

$$
\begin{equation*}
R\left(P_{u} F\right)(x, s, t)=P_{u}(R F)(x, s, t) \tag{11}
\end{equation*}
$$

so the following diagram is commutative:

| $\mathcal{S}_{E}^{I}(L)$ | $P_{u}$ | $P_{u} \mathcal{S}_{E}^{I}(L)$ |
| :--- | :---: | ---: |
|  | $\rightarrow$ |  |
| $\sim \uparrow \downarrow R$ |  | $\downarrow R$ |
| $\mathcal{S}(G)$ | $P_{u}$ | $P_{u} \mathcal{S}(G)$ |
|  | $\rightarrow$ |  |

Hence the mapping $F \mapsto P_{u} F$ is a topological isomorphism of $\mathcal{S}(G)$ onto its image.

Corollary 2.1. Every nonzero invariant differential operator on $G$ has a tempered fundamental solution.

Proof : The transpose ${ }^{t} P_{u}$ of $P_{u}$ is a continuous mapping of $\mathcal{S}^{\prime}(G)$ onto $\mathcal{S}^{\prime}(G)$. This means that for every tempered distribution $T$ on $G$ there is a tempered distribution $E$ on $G$ such that

$$
\begin{equation*}
P_{u} E=T \tag{12}
\end{equation*}
$$

Indeed the Dirac measure $\delta$ belongs to $\mathcal{S}^{\prime}(G)$.
If $I$ is a subalgebra of $L^{1}(G)$, we denote by $\widetilde{I}$ its image by the mapping $\sim$. Let $J=\left.\widetilde{I}\right|_{B}$. Our main result is:

Theorem 2.2. Let $I$ be a subalgebra of $L^{1}(G)$, then the following conditions are equivalents.
(i) $J=\left.\widetilde{I}\right|_{M}$ is an ideal in the Banach algebra $L^{1}(B)$.
(ii) $I$ is a left ideal in the Banach algebra $L^{1}(G)$.

Proof: (i) implies (ii) Let $I$ be a subspace of the space $L^{1}(M)$ such that $J=\left.\widetilde{I}\right|_{M}$ is an ideal in $L^{1}(M)$, then we have:

$$
\begin{equation*}
\left.\left.w *_{c} \widetilde{I}\right|_{M}(x, t, 0) \subseteq \widetilde{I}\right|_{M}(x, t, 0) \tag{13}
\end{equation*}
$$

for any $w \in L^{1}(M)$ and $(x, t) \in B$, where

$$
\begin{aligned}
&\left.w *_{c} \widetilde{I}\right|_{M}(x, t, 0) \\
&=\left\{\int_{M} \widetilde{\phi}[x-y, t-s, 0] w(y, s) d y d s, \quad \phi \in L^{1}(G)\right\}
\end{aligned}
$$

It shows that

$$
\begin{equation*}
\left.\left.w *_{c} \widetilde{\phi}\right|_{M}(x, t, 0) \in \widetilde{I}\right|_{M}(x, t, 0) \tag{14}
\end{equation*}
$$

for any $\widetilde{\phi} \in \widetilde{I}$. Now let $\Gamma$ be the mapping from $\left.\widetilde{L^{1}(G)}\right|_{B}$ to $\left.\widetilde{L^{1}(G)}\right|_{G}$ defined by

$$
\left.\widetilde{\phi}\right|_{B}(x, t, 0) \rightarrow \Gamma\left(\left.\widetilde{\phi}\right|_{B}\right)(x, 0, t)=\left.\widetilde{\phi}\right|_{G}(x, 0, t)
$$

where $\widetilde{L^{1}(G)}$ is the image of $L^{1}(G)$ by the mapping $\sim$, then we get

$$
\begin{align*}
& \Gamma\left(\left.w *_{c} \widetilde{\phi}\right|_{B}\right)(x, 0, t) \\
= & w * \widetilde{F}(x, 0, t) \in \Gamma\left(\left.\widetilde{I}\right|_{B}\right)(x, 0, t) \\
= & \left.\widetilde{I}\right|_{G}(x, 0, t)=I(x, t) \tag{15}
\end{align*}
$$

It is clear that (ii) implies $(i)$
Corollary 2.2. Let $I$ be a subalgebra of the space $L^{1}(G)$ and $\widetilde{I}$ its image by the mapping $\sim$ such that $J=\left.\widetilde{I}\right|_{B}$ is an ideal in $L^{1}(B)$, then the following conditions are verified.
(i) $J$ is a closed ideal in the algebra $L^{1}(B)$ if and only if $I$ is a left closed ideal in the algebra $L^{1}(G)$.
(ii) $J$ is a maximal ideal in the algebra $L^{1}(B)$ if and only if $I$ is a left maximal ideal in the algebra $L^{1}(G)$.
(iii) $J$ is a prime ideal in the algebra $L^{1}(B)$ if and only if $I$ is a left prime ideal in the algebra $L^{1}(G)$.
(iv) $J$ is a dense ideal in the algebra $L^{1}(B)$ if and only if $I$ is a left dense ideal in the algebra $L^{1}(G)$.

## 3 Fourier Transform and Plancherel Theorem

## for $G$.

3. As in [3], we will define the Fourier transform on $G$. The action $\rho$ of the group $\mathbb{R}^{m}$ on $\mathbb{R}^{n}$ defines a natural action noted $\rho^{*}$ of the dual group $\left(\mathbb{R}^{m}\right)^{*}$ of the group $\mathbb{R}^{m}\left(\left(\mathbb{R}^{m}\right)^{*} \simeq \mathbb{R}^{m}\right)$ on $\left(\mathbb{R}^{n}\right)^{*}$, which is given by :

$$
\begin{equation*}
\left\langle\rho^{*}(t)(\xi), x\right\rangle=\langle\xi, \rho(t)(x)\rangle \tag{16}
\end{equation*}
$$

for any $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}, t=\left(t_{1}, t_{2}, \ldots, t_{m}\right) \in \mathbb{R}^{m}$ and $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in$ $\mathbb{R}^{n}$, In following, we denote by $t \xi\left(\right.$ resp.tx) in the place of $\rho^{*}(t)(\xi)($ resp. $\rho(t)(x))$

Definition 3.1. If $f \in \mathcal{S}(G)$, one can define its Fourier transform $\mathcal{F} f$ by:

$$
\begin{equation*}
\mathcal{F} f(\xi, \lambda)=\int_{G} f(x, t) e^{-i(\langle\xi, x\rangle+\langle\lambda, t\rangle)} d x d t \tag{17}
\end{equation*}
$$

for any $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}, x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, \lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right) \in$ $\mathbb{R}^{m}$ and $t=\left(t_{1}, t_{2}, \ldots, t_{m}\right) \in \mathbb{R}^{m}$, where $\langle\xi, x\rangle=\xi_{1} x_{1}+\xi_{2} x_{2}+\ldots+\xi_{n} x_{n}$ and $\langle\lambda, t\rangle=\lambda_{1} t_{1}+\lambda_{2} t_{2}+\ldots+\lambda_{m} t_{m}$. It is clear that $\mathcal{F} f \in \mathcal{S}\left(\mathbb{R}^{n+m}\right)$ and the mapping $f \rightarrow \mathcal{F} f$ is isomorphism of the topological vector space $\mathcal{S}(G)$ onto $\mathcal{S}\left(\mathbb{R}^{n+m}\right)$.

Definition 3.2. If $f \in \mathcal{S}(G)$, we define the Fourier transform of its invariant $\tilde{f}$ as follows

$$
\begin{equation*}
\mathcal{F}(\widetilde{f})(\xi, \lambda, 0)=\int_{L \times \mathbb{R}^{m}} \widetilde{f}(x, t, s) e^{-i(\langle\xi, x\rangle+\langle\lambda, t\rangle)} e^{-i\langle\mu, s\rangle} d x d t d s d \mu \tag{18}
\end{equation*}
$$

where $(\mu, s) \in \mathbb{R}^{n+m}$ and $\langle\mu, s\rangle=\mu_{1} s_{1}+\mu_{2} s_{2}+\ldots+\mu_{m} s_{m}$
Corollary 3.1. For every $u \in \mathcal{S}(G)$, and $f \in \mathcal{S}(G)$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{m}} \mathcal{F}(\stackrel{\vee}{u} * \widetilde{f})(\xi, \lambda, \mu) d \mu=\mathcal{F}(\tilde{f})(\xi, \lambda, 0) \mathcal{F}(\stackrel{\vee}{u})(\xi, \lambda) \tag{19}
\end{equation*}
$$

for any $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}, \lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right) \in \mathbb{R}^{m}$ and $\mu=$ $\left(\mu_{1}, \mu_{2}, \ldots, \mu_{m}\right) \in \mathbb{R}^{m}$, where $\stackrel{\vee}{u}(x, t)=\overline{u(x, t)^{-1}}$

Proof: By equation (9) we have

$$
\begin{equation*}
\stackrel{\vee}{u} * \widetilde{f}(x, t, r)=\stackrel{\vee}{u} *_{c} \widetilde{f}(x, t, r) \tag{20}
\end{equation*}
$$

Applying the Fourier transform we get

$$
\int_{\mathbb{R}^{m}} \mathcal{F}(\stackrel{\vee}{u} * \widetilde{f})(\xi, \lambda, \mu) d \mu=\mathcal{F}\left(\stackrel{\vee}{u} *_{c} \widetilde{f}\right)(\xi, \lambda, 0)=\mathcal{F}(\widetilde{f})(\xi, \lambda, 0) \mathcal{F}(\stackrel{\vee}{u})(\xi, \lambda)
$$

Theorem 3.1.(Plancherel's formula). For any $f \in L^{1}(G) \cap L^{2}(G)$, we get

$$
\begin{equation*}
\int_{G}|f(x, t)|^{2} d x d t=\int_{\mathbb{R}^{n+m}}|\mathcal{F} f(\xi, \lambda)|^{2} d \xi d \lambda \tag{21}
\end{equation*}
$$

Proof: First, let $\widetilde{v}$ be the function defined by

$$
\begin{equation*}
\stackrel{\widetilde{v}}{f}(x, t, r)=\overline{f\left((\rho(t) x, r+t)^{-1}\right)} \tag{22}
\end{equation*}
$$

then we have

$$
\begin{aligned}
& f * f(0,0,0)=\int_{G} \stackrel{\widetilde{v}}{\widetilde{v}} f\left[(x, t)^{-1}(0,0,0)\right] f(x, t) d x d t \\
= & \int_{G}^{\widetilde{v}} f[\rho(-t)((-x)+(0)), 0,0-t] f(x, t) d x d t \\
= & \int_{G}^{\widetilde{v}} f[\rho(-t)(-x), 0,-t] f(x, t) d x d t \\
= & \int_{G}^{\vee} f[\rho(-t)(-x),-t] f(x, t) d x d t=\int_{G} \overline{f(x, t)} f(x, t) d x d t=\int_{G}|f(x, t)|^{2} d x d t
\end{aligned}
$$

Second by (20), we obtain

$$
\begin{align*}
& f * \stackrel{\vee}{f}(0,0,0) \\
= & \int_{\mathbb{R}^{n+2 m}} \mathcal{F}(f * f)(\xi, \lambda, \mu) d \xi d \lambda d \mu=\int_{\mathbb{R}^{n+2 m}} \mathcal{F}\left(f *_{c} \tilde{v}\right)(\xi, \lambda, \mu) d \xi d \lambda d \mu \\
= & \int_{\mathbb{R}^{n+m}} \mathcal{F}(f)(\xi, \lambda, 0) \mathcal{F}(f)(\xi, \lambda) d \xi d \lambda=\int_{\mathbb{R}^{n+m}} \overline{\mathcal{F}(f)}(\xi, \lambda) \mathcal{F}(f)(\xi, \lambda) d \xi d \lambda \\
= & \int_{\mathbb{R}^{n+m}}|\mathcal{F}(f)(\xi, \lambda)|^{2} d \xi d \lambda=\int_{G}|f(x, t)|^{2} d x d t \tag{23}
\end{align*}
$$

which is the Plancherel's formula on G. So the Fourier transform can be extended to an isometry of $L^{2}(G)$ onto $L^{2}\left(\mathbb{R}^{n+m}\right)$.

Corollary 3.2. In equation (23), replace the first $f$ by $g$, we obtain

$$
\begin{equation*}
\int_{G} \overline{f(x, t)} g(x, t) d x d t=\int_{\mathbb{R}^{n+m}} \overline{\mathcal{F}(f)(\xi, \lambda)} \mathcal{F} g(\xi, \lambda) d \xi d \lambda \tag{24}
\end{equation*}
$$

which is the Parseval formula on $G$.

## 4 New Algebra

Definition 4.1. Let $u$ and $v$ be two distributions belong the algebra $\mathcal{U}$, we define the dot product $f \bullet g$ as follows

$$
u \bullet v(x, t)=u * \widetilde{\stackrel{V}{v}}(x, t, 0)=\int_{\mathbb{R}^{m}} u * \widetilde{\stackrel{v}{v}}(x, t, s) e^{-i\langle\mu, s\rangle} d s d \mu
$$

for all $u$ and $v$ belong $\mathcal{U}$, where

$$
\stackrel{\widetilde{v}}{v}(x, t, s)=\stackrel{\vee}{v}(t x, t+s)=v\left[(t x, t+s)^{-1}\right]
$$

from this definition results.
Corollary 4.1. For all $u$ and $v$ belong $\mathcal{U}$, we have

$$
u \bullet v(x, t)=u *_{c} \widehat{v}(x, t)
$$

where $*_{c}$ signifies the commutative convolution product on the the real vector group $B=\mathbb{R}^{n} \times \mathbb{R}^{m}$ and $\widehat{v}(x, t)=v(-x,-t)$

Proof: Let $u \in \mathcal{U}$ and $v \in \mathcal{U}$, then we get

$$
\begin{align*}
& u \bullet v(x, t) \\
= & u * \stackrel{\widetilde{v}}{v}(x, t, 0) \\
= & \left.\int_{\mathbb{R}^{m}} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{m}} u * \widetilde{v} v(-r(x-y), t, s-r)\right) e^{-i\langle\mu, s\rangle} d s d \mu d y d r \\
= & \left.u * \stackrel{\widetilde{v}}{v}(x, t, 0)=\int_{\mathbb{R}^{m}} u * \widetilde{v} v\left((y, r)^{-1} x, t, s\right)\right) e^{-i\langle\mu, s\rangle} d s d \mu \\
= & \left.\int_{\mathbb{R}^{m}} \int_{\mathbb{R}^{n}} \stackrel{\widetilde{v}}{v}(-r(x-y), t, s-r)\right) u(y, r) d y d r \\
= & \int_{\mathbb{R}^{m}} \int_{\mathbb{R}^{n}}^{v} \stackrel{v}{v}((t-r)(x-y), t-r) u(y, r) d y d r \\
= & \int_{\mathbb{R}^{m}} \int_{\mathbb{R}^{n}} v(y-x, r-t) u(y, r) d y d r=u * *_{c} \widehat{v}(x, t) \tag{25}
\end{align*}
$$

Theorem 4.1. This dot product defines a new algebra on $L^{1}(G)$, which is non commutative and non associative

Proof: Let $u, v$ and $w$ three elements from $\mathcal{U}$, we obtain

$$
\begin{aligned}
u \bullet v(x, t) & =u *_{c} \widehat{v}(x, t) \\
& =\int_{\mathbb{R}^{m}} \int_{\mathbb{R}^{n}} v(y-x, r-t) u(y, r) d y d r
\end{aligned}
$$

and

$$
\begin{aligned}
& v \bullet u(x, t) \\
= & v *_{c} \widehat{u}(x, t) \\
= & \int_{\mathbb{R}^{m}} \int_{\mathbb{R}^{n}} u(y-x, r-t) v(y, r) d y d r \\
= & \int_{\mathbb{R}^{m}} \int_{\mathbb{R}^{n}} u(y, r) v(y+x, r+t) d y d r \\
= & v *_{c} \widehat{u}(x, t) \neq u *_{c} \widehat{v}(x, t)=u \bullet v(x, t)
\end{aligned}
$$

So, we get
t

$$
\begin{gathered}
u \bullet v \neq u \bullet v \\
u \bullet(v \bullet w)= \\
=u *_{c}(\widehat{v \bullet w})=u *_{c}\left(\widehat{v *_{c} \widehat{w}}\right) \\
=u *_{c}\left(\widehat{v} *_{c} w\right)=u *_{c} \widehat{v} *_{c} w
\end{gathered}
$$

but

$$
\begin{aligned}
(u \bullet v) \bullet w & =(u \bullet v) *_{c} \widehat{w}=u *_{c} \widehat{v} *_{c} \widehat{w} \\
& =u *_{c} \widehat{v} *_{c} \widehat{w} \neq u *_{c} \widehat{v} *_{c} w
\end{aligned}
$$

Definition 4.2. Let $\operatorname{Pol}\left(\mathbb{R}^{n+m}\right)$ be the symmetric algebra of $\mathbb{R}^{n+m}$, which consists of all polynomials in $n+m$ variables. We supply $\operatorname{Pol}\left(\mathbb{R}^{n+m}\right)$ by new structure as follows

$$
\begin{equation*}
(P \cdot Q)(\xi, \lambda)=P(\xi, \lambda) Q(-\xi,-\lambda) \tag{26}
\end{equation*}
$$

Theorem 4.2. The product . makes $\operatorname{Pol}\left(\mathbb{R}^{n+m}\right)$ non commutative and non associative algebra.

Prouf: In fact, for any $P \in \operatorname{Pol}\left(\mathbb{R}^{n+m}\right), Q \in \operatorname{Pol}\left(\mathbb{R}^{n+m}\right)$ and $R \in$ $\operatorname{Pol}\left(\mathbb{R}^{n+m}\right)$, we have

$$
\begin{align*}
& (P \cdot Q)(\xi, \lambda) \\
= & P(\xi, \lambda) Q(-\xi,-\lambda) \\
= & Q(-\xi,-\lambda) P(\xi, \lambda) \\
\neq & Q(\xi, \lambda) P(-\xi,-\lambda)=(Q \cdot P)(\xi, \lambda) \tag{27}
\end{align*}
$$

and

$$
\begin{align*}
& P \cdot(Q \cdot R)(\xi, \lambda) \\
= & P(\xi, \lambda)(Q \cdot R)(-\xi,-\lambda) \\
= & P(\xi, \lambda)(Q(-\xi,-\lambda) R(-(-\xi),-(-\lambda)) \\
= & P(\xi, \lambda)(Q(-\xi,-\lambda) R(\xi, \lambda) \\
\neq & Q(\xi, \lambda) P(-\xi,-\lambda) R(-\xi,-\lambda) \\
= & (Q \cdot P) \cdot R(\xi, \lambda) \tag{28}
\end{align*}
$$

Corollary 4.2. Let $I$ be a subalgebra of $\mathcal{U}$ and $\widetilde{I}$ its image by the mapping $\sim$ such that $J=\left.\widetilde{\bar{U}}\right|_{B}$ is an ideal in $\bar{U}$, then the following conditions are verified.
(i) $J$ is a closed ideal in the algebra $\bar{U}$ if and only if $I$ is a left closed ideal in the algebra $\mathcal{U}$.
(ii) $J$ is a maximal ideal in the algebra $\bar{U}$ if and only if $I$ is a left maximal ideal in the algebra $\mathcal{U}$.
(iii) $J$ is a prime ideal in the algebra $\bar{U}$ if and only if $I$ is a left prime ideal in the algebra $\mathcal{U}$.
(iv) $J$ is a dense ideal in the algebra $\bar{U}$ if and only if $I$ is a left dense ideal in the algebra $\mathcal{U}$.

Corollary 4.3. The Fourier transform $\mathcal{F}$ is an algebra isomorphism from the algebra $(\bar{U}, \bullet)$ onto the algebra $\left(\operatorname{Pol}\left(\mathbb{R}^{n+m}\right), \cdot\right)$

Proof: In fact we have

$$
\begin{align*}
& \mathcal{F}(u \bullet v)(\xi, \lambda)=\mathcal{F}\left(u *_{c} \widehat{v}\right)(\xi, \lambda)=\mathcal{F}(u)(\xi, \lambda) \mathcal{F}(\widehat{v})(\xi, \lambda) \\
= & \mathcal{F} u(\xi, \lambda) \mathcal{F} v(-\xi,-\lambda)=(\mathcal{F} u \cdot \mathcal{F} v)(\xi, \lambda) \tag{29}
\end{align*}
$$

Corollary 4.2. The sub set $\mathrm{Pol}^{+}\left(\mathbb{R}^{n+m}\right)$ of all polynomials $P$ with degree of $2 k,(k \in \mathbb{N})$.is commutative sub algebra of $\operatorname{Pol}\left(\mathbb{R}^{n+m}\right)$

Proof: Let $P$ and $Q$ be a polynomial belong $\operatorname{Pol}^{+}\left(\mathbb{R}^{n+m}\right)$, then we have

$$
\begin{align*}
& (P \cdot Q)(\xi, \lambda) \\
= & P(\xi, \lambda) Q(-\xi,-\lambda)=P(\xi, \lambda) Q(\xi, \lambda) \\
= & P(-\xi,-\lambda) Q(\xi, \lambda)=Q(\xi, \lambda) P(-\xi,-\lambda) \\
= & (Q \cdot P)(\xi, \lambda)) \tag{30}
\end{align*}
$$

Hence the proof of the corollary
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